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ABSTRACT
All engineering design problems can be characterized by the underlying assumptions around which the problem is formulated. The effect of these assumptions – including everything from general assumptions defining an operating environment to detailed assumptions regarding material properties – is variability in system performance, and resulting deviations from expected performance. Assumptions are made to eliminate uncertainties that would prevent the quantification of design performance. Probabilistic methods have been developed in recent decades to convert such deterministic problem formulations into probabilistic formulations to model and assess the effects of these known uncertainties and thus relax restrictive assumptions. Until very recently, however, the computational expense of probabilistic analysis of a single design has made its application impractical for all but very simplistic design problems. Consequently, probabilistic optimization has been considered prohibitively expensive, particularly for complex multidisciplinary systems.

Today a number of enabling technologies are available to support probabilistic design analysis and optimization for complex engineering design problems, including: flexible software frameworks that allow integration and automation of a complex multidisciplinary process; probabilistic analysis and optimization tools that allow uncertainty to be modeled and performance variation to be measured and reduced; large scale parallel processing capabilities leading to greatly increased efficiency; and advanced surrogate modeling capabilities to replace complex nonlinear analyses with computationally efficient approximation models. Along with steady increases in computing power, the combination of these enabling technologies can facilitate effective probabilistic analysis and optimization for complex design problems.

In this paper we focus primarily on two of these enabling technologies. We present a comprehensive probabilistic design optimization formulation, a six sigma based approach that incorporates variability within all elements of the formulation – input design variable bound formulation, output constraint formulation, and robust objective formulation. We discuss the applicability of kriging, one surrogate modeling approach that supports the approximation of complex nonlinear analyses, for facilitating probabilistic multidisciplinary design optimization. These enabling technologies, as implemented within the commercial software framework provided by iSIGHT, including capability to facilitate parallel processing, are demonstrated for a multidisciplinary conceptual ship design problem.

1 INTRODUCTION: DESIGNING UNDER UNCERTAINTY
Optimization without including uncertainty leads to designs that cannot be called “optimal”, but instead are potentially high risk solutions that likely have a high probability of failing in use. Optimization algorithms tend to push a design towards one or more constraints until the constraints are active, leaving the designer with a solution for which even slight uncertainties in the problem formulation or changes in the operating environment could produce failed designs. While most optimization problem formulations and solution strategies are deterministic, very few real engineering problems are void of uncertainty; variation is inherent in material characteristics, loading conditions, simulation model accuracy, geometric properties, manufacturing precision, actual product usage, etc. Traditionally, many uncertainties are removed through assumptions, and others are handled through crude safety factor methods, which often lead to over-designed products and do not offer insight into the effects of individual uncertainties and the actual margin of safety for a design.

Probabilistic methods have been developed to model and assess the effects of known uncertainties by converting deterministic problem formulations into probabilistic formulations. Until recently, the computational expense of probabilistic analysis of a given design often precluded its application to real engineering design problems, and probabilistic optimization has thus been considered impractical, particularly for complex multidisciplinary problems. The steady increases in computing power, large scale parallel processing capabilities, and availability of
probabilistic analysis and optimization tools and systems has increased the applicability of probabilistic analysis methods to complex multidisciplinary design problems to measure inherent variability in these systems.\textsuperscript{2-4} However, the complexity of design models, simulation tools, and detail of design information has kept pace. Probabilistic optimization with high fidelity analysis models, particularly for a complex multidisciplinary design process involving multiple interacting analysis models, remains impractical if not prohibitive.

The probabilistic/statistical design methods developed in recent decades have come from several different communities: structural reliability,\textsuperscript{5} Taguchi quality engineering,\textsuperscript{6} and more recently “six sigma” quality engineering.\textsuperscript{7-9} While each of these different schools of approaches has a specific focus in probabilistic analysis and/or optimization, there is significant overlap between these approaches for uncertainty assessment. Designing for a quality level of six sigma with respect to design specification limits is equivalent to designing for a reliability level of 99.9999998\% (probability of failure of 0.0000002\%) with respect to defined limit states functions. However, each of these different types of probabilistic approaches focuses on only part of a design problem (constraints or objective only), and particularly in robust design and six sigma approaches, optimization is not utilized as often it could be, and often not all. With much of engineering design today performed using computer simulation models, and with the level of uncertainty prevalent in both these models and the engineering problems themselves, the application of probabilistic analysis and optimization is not only feasible but is critical for identifying designs that perform consistently in the face of this uncertainty.\textsuperscript{10} What is needed is a complete formulation that incorporates concepts from each of these schools of probabilistic analysis and design to facilitate comprehensive probabilistic optimization.

The ability to facilitate the application of these probabilistic analysis and optimization methods and tools to the complex multidisciplinary problems being formulated today is also needed. Probabilistic optimization, requiring probabilistic analysis for each new design, leads to hundreds, thousands, or even hundreds of thousands of function evaluations. This computational expense is due not only to the necessary variability estimation, but also to the more complex optimization formulation to evaluate the tradeoffs in attempting to simultaneously optimize performance and quality, while searching for designs that are not only feasible with respect to constraint bounds, but are consistently feasible with respect to the probability of remaining within constraint bounds. The burden placed on an optimizer to find a feasible probabilistic solution, a quality solution, is increased over deterministic optimization, and this burden is magnified when including the multiple interactions and iterative nature of multidisciplinary design problems. One technology that has increased the applicability of probabilistic optimization to complex multidisciplinary problems is parallel processing.\textsuperscript{4} Given that the large number of sampling points needed for variability estimation are usually independent analyses, advances in parallel processing have greatly reduced the time required to execute this large number of analyses for probabilistic analysis. However, communication and coordination issues exist, and the total number of function evaluations often needed for probabilistic optimization for multidisciplinary problems still exceeds the reasonable loads for available computing resources in most industrial settings, especially given already tight product design schedules and deadlines. Additional technologies are needed to augment the gains from parallel processing to support probabilistic multidisciplinary optimization.

One such technology that has increased the applicability of design optimization methods in general, that is often necessary for applying probabilistic design and optimization, is approximation technology. Response surface approximation methods have been widely used in recent years to replace computationally expensive, high fidelity analysis codes with simple polynomial models that are essentially computationally free.\textsuperscript{11-14} More recently, approximation methods capable of more accurately modeling complex nonlinear responses, such as kriging, are being investigated for complex engineering design problems.\textsuperscript{15,16} Used for predicting temporally and spatially correlated data, kriging originated in the field of geostatistics – a hybrid discipline of mining, engineering, geology, mathematics, and statistics.\textsuperscript{17} Kriging is named after D. G. Krige, a South African mining engineer who, in the 1950s, developed empirical methods for determining true ore grade distributions from distributions based on sample ore grades.\textsuperscript{18} Several texts exist which describe kriging and its usefulness for predicting spatially correlated data.\textsuperscript{17} Kriging metamodels are extremely flexible due to the ability to either “honor the data,” providing an exact interpolation of the data, or “smooth the data,” providing an inexact interpolation.\textsuperscript{17}

When using approximate models to replace high fidelity, computationally expensive analysis models to facilitate probabilistic optimization, in which estimation of probability of failure, reliability, robustness, and/or sigma level quality is critical to assessing and improving design quality, the accuracy of the approximation model employed is even more of a concern than when using these models for deterministic design. If the “uncertainty of the uncertainty” is too
high, the measured variability is not meaningful or useful. For this reason, and given the complexity of many multidisciplinary design problems, kriging models show great potential for facilitating probabilistic optimization. Coupled with parallel processing of the independent multidisciplinary design analysis points to which a kriging model is fit, not only the feasibility, but also the efficiency of applying probabilistic optimization is increased.

The two “needs” noted in this section are repeated here, along with a third that is equally important:

- **the need for a complete formulation that incorporates concepts from each school of probabilistic analysis and design – structural reliability, robust design, design for six sigma – to facilitate comprehensive probabilistic optimization**
- **the need for enabling technologies to facilitate the application of these probabilistic analysis and optimization methods and tools to complex multidisciplinary problems involving multiple interacting disciplines requiring iteration for coordination**

and

- **the need for a design framework for integrating these technologies, formulating multidisciplinary design problems, and formulating probabilistic design strategies**

In this paper, we present a **six sigma based probabilistic design optimization formulation** that combines concepts and approaches from structural reliability and robust design with current concepts and philosophy of six sigma to include uncertainty and variability in all aspects of a design problem through:

- the definition of random variables and their distributions and statistical properties,
- the definition of input quality constraints associated with random design variable bounds,
- the definition of output quality constraints, or reliability constraints, and
- the definition of a robust objective function for minimizing performance variation.

We demonstrate the feasibility of applying this approach to complex multidisciplinary problems by incorporating kriging approximation modeling methods within the probabilistic strategy. This approach and the associated tools have been implemented within the commercial software tool, iSIGHT. The MDO framework provided by iSIGHT facilitates the definition and execution of a complex system analysis containing any number of analysis codes and calculations in any sequence, including hierarchical multidisciplinary process descriptions. Once a multidisciplinary analysis process is defined, the process is automatically executed for a predefined set of data points, utilizing parallel processing for these independent analyses, and kriging models are built to replace the high fidelity analysis codes comprising the multidisciplinary process. Accessing these kriging approximation models, a probabilistic multidisciplinary design optimization strategy is formulated using the six sigma probabilistic design optimization tools and is executed efficiently. This probabilistic multidisciplinary optimization strategy is demonstrated in this paper for the multidisciplinary conceptual design of an oil tanker ship.

**2. MEASURES OF DESIGN QUALITY**

The goal in implementing a probabilistic design strategy is to identify designs that perform consistently and rarely, if ever, fail. The goal is to improve design quality. In order to improve design quality, or optimize for design quality, design quality must first be measured. Three measures of design quality, derived from three separate communities as mentioned in the previous section, are reliability, robustness, and, a more recent measure, sigma level. These measures and their implementation for engineering design within the specific probabilistic methods communities are compared in Ref. 9.

Reliability is determined by evaluating constraint boundaries and variability of the constrained function. The area of a response’s distribution of variability that is outside a constraint is defined as the probability of failure, and thus the reliability is the area of the distribution that lies inside the constraint boundary. The focus with reliability is thus on constraints, and shifting response distributions away from constraint boundaries. One drawback of reliability-based optimization methods is that variability of objective functions is not considered; objectives are evaluated at the “mean value point”, the nominal design. The size of the response distributions and the possibility of reducing response variation is not considered. Robust design, however, is generally focused on reducing response variation, balancing “mean on target” and “minimize variation” performance objectives. The term “robustness” in the robust engineering design context is defined as the sensitivity of performance parameters to fluctuations in design parameters, particularly uncertain design parameters. This sensitivity is captured through performance variability estimation.

The one consistency between the measure of reliability and the measure of robustness is the statistical measure of variation: standard deviation, commonly denoted “sigma”, or \( \sigma \). Standard deviation or variance, \( \sigma^2 \), is a measure of dispersion of a set of
data around the mean value (μ) of this data. It is used to characterize the spread of a distribution of possible outcomes, a probability distribution. This property can be used both to describe the known variability of factors that influence a system (product or process), and as a measure of performance variability, and thus reliability, robustness, or simply quality. A more recent measure of quality is sigma level. Performance variation can be characterized as a number of standard deviations from the mean performance, as shown in Figure 1, to define the sigma level of a product or process. The areas under the normal distribution in Figure 1 associated with each sigma level relate directly to the probability of performance falling in that particular range (for example, ±1σ is equivalent to a probability of 0.683). These probabilities are displayed in Table 1 as percent variation (equivalent to reliability values) and number of defective parts per million parts.
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Table 1  Sigma Level as Percent Variation and Defects per Million

<table>
<thead>
<tr>
<th>Sigma Level</th>
<th>Percent Variation (short term)</th>
<th>Defects/million (short term)</th>
<th>Defects/million (long term)</th>
</tr>
</thead>
<tbody>
<tr>
<td>±1σ</td>
<td>68.26</td>
<td>317,400</td>
<td>697,700</td>
</tr>
<tr>
<td>±2σ</td>
<td>95.46</td>
<td>45,400</td>
<td>308,733</td>
</tr>
<tr>
<td>±3σ</td>
<td>99.73</td>
<td>2,700</td>
<td>66,803</td>
</tr>
<tr>
<td>±4σ</td>
<td>99.9937</td>
<td>63</td>
<td>6,200</td>
</tr>
<tr>
<td>±5σ</td>
<td>99.999943</td>
<td>0.57</td>
<td>233</td>
</tr>
<tr>
<td>±6σ</td>
<td>99.9999998</td>
<td>0.002</td>
<td>3.4</td>
</tr>
</tbody>
</table>

Quality can be measured using any of the variability metrics in Table 1 – “sigma level”, percent variation or probability/reliability, or number of defects per million parts (a manufacturing “mass production” measure) – by comparing the associated performance specification limits and the measured performance variation. In Figure 1, the lower and upper specification limits that define the desired performance range are shown to coincide with ±3σ from the mean. The design associated with this level of performance variance would be considered a “3σ” design. Is this design of acceptable quality? Traditionally, if ±3σ worth of performance variation was identified to lie within the set specification limits this was viewed as acceptable variation; in this case, 99.73% of the variation is within specification limits, or the probability of meeting the requirements defined by these limits is 99.73%. In engineering terms, this probability was deemed acceptable.

More recently, however, the 3σ quality level has been viewed as insufficient quality, initially from a manufacturing perspective, and then extended into an engineering design perspective. Motorola, in defining “six sigma quality”, translated the sigma quality level to the number of defective parts per million (ppm) parts being manufactured. In this case, as can be seen in Table 1, ±3σ corresponds to 2700 ppm defective. This number was deemed unacceptable. Furthermore, Motorola and others observed that even at some observed variation level, mean performance could not be maintained over time. If a part is to be manufactured to some nominal specification, plus/minus some specification limits, the mean performance will change and thus the distribution will shift. A good example of this is tool wear. If a process is set up to manufacture a part to a nominal dimension of 10 in. with a tolerance of ±0.10 in., even if the process meets this nominal dimension on average, the cutting tool will wear with time, and the average part dimension will shift, say to 10.05 in. This will cause the distribution of performance variation to shift, while the specification limits remain fixed, and thus the area of the distribution outside one of the specification limits will increase.

This shift was observed by Motorola and others to be approximately 1.5σ, and was used to define “long term sigma quality” as opposed to “short term sigma quality”. This explains the last column in Table 1. While the defects per million for short term correspond directly to the percent variation for a given sigma level associated with the standard normal distribution, the defects per million for long term correspond to a 1.5σ shift in the mean. In this case, 3σ quality leads to 66,803 defects per million, which is certainly unacceptable. Consequently, Motorola defined a quality goal of ±6σ, and “six sigma quality” came to define the desired level of acceptable performance variation. With this quality goal, the defects per million, as shown in Table 1, is 0.002 for short term quality, and 3.4 for long term quality – both acceptable quality levels.

The focus on achieving six sigma quality is commonly referred to as Design for Six Sigma (DFSS). In a probabilistic engineering design context, DFSS can be implemented by incorporating the “minimize performance variation” goal of robust design, qualified by the constraints of reliability, by striving to maintain
six-sigma ($\pm 6\sigma$) performance variation within the defined acceptable limits, as illustrated in Figure 2. In Figures 2a and 2b, the mean, $\mu$, and lower specification limit (LSL) and upper specification limit (USL) on performance variation are held fixed. Figure 2a represents the $3\sigma$ design of Figure 1; $\pm 3\sigma$ worth of performance variation is within the defined specification limits. In order to achieve a $6\sigma$ design, one for which the probability that the performance will remain within the set limits is essentially 100%, the performance variation must be reduced (reduced $\sigma_y$), as shown in Figure 2b. An approach for DFSS, or more specifically for optimizing for six sigma quality, incorporating the measures of quality discussed in this section, is detailed in the next section.
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**Figure 2  Design for Six Sigma**

### 3 APPROACH: PROBABILISTIC MULTIDISCIPLINARY DESIGN OPTIMIZATION EMPLOYING KRIGING

Designing for both performance and quality requires a performance model, some understanding of uncertainty for definition of factors that lead to performance variation, a method to measure design quality (to quantify the measure discussed in the previous section), and a strategy for choosing new designs. In this section, a six sigma based probabilistic optimization strategy is presented that combines all of these necessary elements. Implementation of such a strategy for complex multidisciplinary design optimization problems, however, can be extremely computationally expensive. Consequently, kriging, an approximation strategy, is implemented within this probabilistic optimization strategy. An overview of kriging is also provided in this section.

#### 3.1 Six Sigma Based Probabilistic Optimization Formulation

The six sigma based probabilistic design optimization formulation is given as follows:

*Find* the set of design variables $X$ that:

**Minimizes:** $F(\mu(X),\sigma(X))$

**Subject to:** $g_i(\mu(X),\sigma(X)) \leq 0$ $[1]$  
$X_l + n\sigma_x \leq \mu_x \leq X_u - n\sigma_x$

Here $X$ includes input parameters which may be design variables, random variables, or both. Both input and output constraints are formulated to include mean performance and a desired “sigma level”, or number of standard deviations within specification limits:

$\mu_y - n\sigma_y \geq$ Lower Specification Limit $[2]$  
$\mu_y + n\sigma_y \leq$ Upper Specification Limit $[3]$  

The robust design objective for this formulation, including “mean on target” and “minimize variation” robust design goals, is generally formulated as follows:

$$F = \sum_{i=1}^{l} \left[ \frac{w_1}{s_1} \left( \mu_{i*} - M_{i*} \right)^2 + \frac{w_2}{s_2} \sigma^2_{i*} \right]$$  

where $w_1$ and $w_2$ are the weights and $s_1$ and $s_2$ are the scale factors for the “mean on target” and “minimize variation" objective components respectively for performance response $i$, $M_i$ is the target for performance response $i$, and $l$ is the number of performance responses included in the objective. For the case in which the mean performance is to be minimized or maximized, rather than directed towards a target, the objective formulation of Eqn. 4 can be modified as shown in Eqn. 5, where the first term is positive when the response mean is to be minimized, and negative when the response mean is to be maximized.

$$F = \sum_{i=1}^{l} \left[ (+/-) \frac{w_1}{s_1} \mu_{i*} + \frac{w_2}{s_2} \sigma^2_{i*} \right]$$  

To implement this six sigma based probabilistic optimization formulation, to calculate the robust objective value and quality with respect to constraints (sigma level or reliability), the mean and standard deviation or variance must be estimated for all outputs during optimization. The methods and tools developed for structural reliability analysis and robust design facilitate this estimation. Three classes of methods are used with this formulation:

1. Monte Carlo Simulation
   - Simple Random Sampling\(^{21}\)
   - Descriptive Sampling\(^{22}\)
2. Design of Experiments\(^{23}\)
3. Sensitivity Based Estimation
   - First Order Taylor’s Expansion\(^{24}\)
   - Second Order Taylor’s Expansion\(^{25}\)

**Monte Carlo Simulation (MCS)**

Monte Carlo simulation techniques are implemented by randomly simulating a design or process, given the

*NOTE: Limitations are known to exist with weighted sum type objective functions when generating Pareto sets\(^{26}\); development of alternate formulations is a topic of current research.*
stochastic properties of one or more random variables, with a focus on characterizing the statistical nature (mean, variance, range, distribution type, etc.) of the responses (outputs) of interest.\textsuperscript{21} Monte Carlo methods have long been recognized as the most exact method for all calculations that require knowledge of the probability distribution of responses of uncertain systems to uncertain inputs. To implement a Monte Carlo simulation, a defined number of system simulations to be analyzed are generated by sampling values of random variables (uncertain inputs), following the probabilistic distributions and associated properties defined for each.

Several sampling techniques exist for simulating a population; two techniques are discussed here: simple random sampling,\textsuperscript{21} the traditional approach to Monte Carlo, and descriptive sampling,\textsuperscript{22} a more efficient variance reduction technique. These two techniques are compared in Figure 3. With simple random sampling, the traditional MCS approach shown in Figure 3a, sample points are generated randomly from each distribution, as its name implies. Sufficient sample points (often tens of thousands) must be taken to ensure the probability distributions are fully sampled.

![Sampling Techniques](image)

(a) Simple Random (b) Descriptive

**Figure 3  Monte Carlo Sampling Comparison**

Variance reduction sampling techniques have been developed to reduce the sample size (number of simulations) without sacrificing the quality of the statistical description of the behavior of the system. Descriptive sampling is one such sampling technique. In this technique, the probability distribution of each random variable is divided into subsets of equal probability and the analysis is performed with each subset of each random variable only once (each subset of one random variable is combined with only one subset of each other random variable). This sampling technique is similar to Latin Hypercube experimental design techniques, and is best described through illustration as in Figure 3b for two random variables. Each row and column in the discretized two variable space is sampled only once, in random order. Only seven points/subsets are shown in Figure 3b for clarity in illustration; obviously more points are necessary for acceptable estimation, but often an order of magnitude fewer sample points are necessary for statistical estimates when compared to simple random sampling.

### Design of Experiments (DOE)

A second approach for estimating performance variability due to uncertain design parameters is through more structured sampling, using a designed experiment, a common tool for robust design analysis. In DOE, a design matrix is constructed, in a systematic fashion, that specifies the values for the design parameters (uncertain parameters in this context) for each sampled point, or experiment. A number of experimental design techniques exist for efficiently sampling values of design parameters; for more details on experimental design techniques, see Ref. 23.

With DOE, potential values for uncertain design parameters are not defined through probability distributions, but rather are defined by a range (low and high values), a nominal baseline plus/minus some delta or percent, or through specified values, or levels. In this case each run in the designed experiment is a combination of the defined levels of each parameter. Consequently, this approach represents a higher level of uncertainty in uncertain design parameters, with expected ranges rather than specific distributions.

The computational cost of implementing DOE depends on the particular experiment design chosen and the levels of the uncertain parameters, but is generally significantly less than that of Monte Carlo simulation. However, the estimates may not be as accurate. This method is recommended when distributions are not known, and can also be used when uncertain parameters are known to vary uniformly.

### Sensitivity Based Variability Estimation

A third approach for estimating performance variability is a sensitivity-based approach, based on Taylor’s series expansions. In this approach, rather than sampling across known distributions or ranges for uncertain design parameters, gradients for performance parameters are taken with respect to the uncertain design parameters, and hence the “sensitivity-based” nature of the approach. Generally with this approach the Taylor’s expansion is either first order, neglecting higher order terms, or second order. Obviously there is a tradeoff between expense (number of gradient calculations) and accuracy when choosing to include or neglect the higher order terms. The first order and second order formulations are given as follows.

**First Order Taylor’s Expansion.** Neglecting higher order terms, the Taylor’s series expansion for a performance response, $Y$, is:

$$Y(x) = y + \frac{dY}{dx} \Delta x$$  \[6\]
The mean of this performance response is then calculated by setting the uncertain design parameters to their mean value, \( \mu_i \):

\[
\mu_i = Y(\mu_i)
\]  

and the standard deviation of \( Y(x) \) is given by:

\[
\sigma_j = \sqrt{\sum_{i=1}^{n} \left( \frac{\partial Y}{\partial x_i} \right)^2 (\sigma_{x_i})^2}
\]

where \( \sigma_{x_i} \) is the standard deviation of the \( i \)th parameter and \( n \) is the number of uncertain parameters. For more details on this approach for variability estimation for robust design purposes, see Ref. 24.

Since first order derivatives of responses with respect to random variables are needed in Eqn. 8, and the mean value point is needed in Eqn. 7, the first order Taylor’s expansion estimates require \( n+1 \) analyses for evaluation. Consequently, this approach is significantly more efficient than Monte Carlo simulation, and often more efficient than DOE while including distribution properties. However, the approach loses accuracy when responses are not close to linear in the region being sampled. This method is therefore recommended when responses are known to be linear or close to linear, and also when computational cost is high and rough estimates are acceptable.

**Second Order Taylor’s Expansion.** Adding the second order terms, the Taylor’s series expansion for a performance response, \( Y \), is:

\[
Y(x) = y + \frac{dY}{dx} \Delta x + \frac{1}{2} \Delta x^T \begin{bmatrix} d^2Y \\ \vdots \\ d^2Y \end{bmatrix} \Delta x + \cdots
\]

The mean of this performance response is then obtained by taking the expectation of both sides of the expansion:

\[
\mu_r = Y(\mu_i) + \frac{1}{2} \sum_{i,j} \frac{\partial^2 Y}{\partial x_i \partial x_j} \sigma_{x_i} \sigma_{x_j}
\]

and the standard deviation of \( Y(x) \) is given by:

\[
\sigma_r = \sqrt{\sum_{i,j} \left( \frac{\partial Y}{\partial x_i} \right)^2 (\sigma_{x_i})^2 + \frac{1}{2} \sum_{i,j} \sum_{k,l} \left( \frac{\partial^2 Y}{\partial x_i \partial x_j} \right) (\sigma_{x_i})^2 (\sigma_{x_j})^2}
\]

where \( \sigma_{x_i} \) is the standard deviation of the \( i \)th parameter and \( \sigma_{x_j} \) is the standard deviation of the \( j \)th parameter. For more details on this approach for variability estimation and its use for robust design, see Ref. 25.

Since second order derivatives of responses, including crossed terms, with respect to random variables are needed in Eqn. 11, and the mean value point is needed in Eqn. 10, the second order Taylor’s expansion estimates require \((n+1)(n+2)/2\) analyses for evaluation. Consequently, this approach is significantly more computationally expensive than the first order Taylor’s expansion, and usually will be more expensive than DOE. For low numbers of uncertain parameters, this approach can still be more efficient than Monte Carlo simulation, but becomes less efficient with increasing \( n \) (Monte Carlo simulation is not dependent on the number of parameters). For efficiency in implementing the second order Taylor’s expansion approach, the cross terms of Eqn. 11 are often ignored, and only pure second order terms are included (diagonal terms). The number of necessary evaluations is then reduced to \( 2n+1 \). The second order Taylor’s expansion is recommended when curvature exists and the number of uncertain parameters is not excessive.

Any of the sampling methods summarized in this section can be used to estimate performance variability. These estimates are then used within the six sigma probabilistic optimization formulation to improve design quality. As previously discussed, the combination of one of these sampling methods with an optimization procedure, however, may not be computationally feasible for complex multidisciplinary design problems. For this reason, the generation of approximate/surrogate models may be necessary to replace complex analysis codes and allow efficient probabilistic exploration and optimization. Kriging, described next, is implemented here for this purpose.

### 3.2 Kriging Approximation Models

Originating in geostatistics, kriging models have found much success in approximating deterministic computer simulations. A kriging model is a combination of a polynomial model plus departures of the form:

\[
y(x) = f(x) + Z(x)
\]

where \( y(x) \) is the unknown function of interest, \( f(x) \) is a known (usually polynomial) function of \( x \), and \( Z(x) \) is the realization of a stochastic process with mean zero, variance \( \sigma^2 \), and non-zero covariance. The \( f(x) \) term in Eqn. 12 provides a “global” model of the design space and is similar to the polynomial model in a response surface. In this work, we take \( f(x) \) to be a constant term based on previous studies.

While \( f(x) \) “globally” approximates the design space, \( Z(x) \) creates “localized” deviations so that the kriging model interpolates the \( n \) sampled data points; however, non-interpolative kriging models can also be created to smooth noisy data. The covariance matrix of \( Z(x) \) is:

\[
\text{Cov}[Z(x^i),Z(x^j)] = \sigma^2 R(|R(x^i,x^j)|)
\]
In Eq. 13, $\mathbf{R}$ is the correlation matrix, and $\mathbf{R}(\mathbf{x}, \mathbf{x}')$ is the correlation function between any two of the $n_s$ sampled data points $\mathbf{x}$ and $\mathbf{x}'$. $\mathbf{R}$ is a $(n_s \times n_s)$ symmetric matrix with ones along the diagonal. The correlation function $\mathbf{R}(\mathbf{x}, \mathbf{x}')$ is specified by the user, and a variety of correlation functions exist.\textsuperscript{26-30} In this work, we utilize the popular Gaussian correlation function:

$$\mathbf{R}(\mathbf{x}, \mathbf{x}') = \exp[-\sum_{i=1}^{n_s} \theta_k |x_i - x_i'|]$$  \hspace{1cm} [14]

where $n_s$ is the number of design variables, $\theta_k$ are the unknown correlation parameters used to fit the model, and $x_i$ and $x_i'$ are the $k^{th}$ components of sample points $\mathbf{x}$ and $\mathbf{x}'$. In some cases using a single correlation parameter gives sufficiently good results;\textsuperscript{26,31,32} however, we use a different $\theta$ for each design variable to maximize the flexibility of the approximation.

Predicted estimates, $\hat{y}(\mathbf{x})$, of the response $y(\mathbf{x})$ at untried values of $\mathbf{x}$ are computed using:

$$\hat{y} = \hat{\beta} + \mathbf{r}^T(\mathbf{x}) \mathbf{R}^{-1} (\mathbf{y} - \bar{\mathbf{y}})$$  \hspace{1cm} [15]

where $\mathbf{y}$ is the column vector of length $n_s$ which contains the sample values of the response, and $\mathbf{f}$ is a column vector of length $n_s$ which is filled with ones when $\mathbf{f}(\mathbf{x})$ is taken as a constant. The correlation vector, $\mathbf{r}^T(\mathbf{x})$, between an untried $\mathbf{x}$ and the sampled data points $\{\mathbf{x}_1, ..., \mathbf{x}_n\}$ is given by:

$$\mathbf{r}^T(\mathbf{x}) = [\mathbf{R}^{(1,1)}, \mathbf{R}^{(1,2)}, ..., \mathbf{R}^{(n,1)}]^T$$  \hspace{1cm} [16]

Meanwhile, the estimate for $\hat{\beta}$ is given by:

$$\hat{\beta} = (\mathbf{f}^T \mathbf{R}^{-1} \mathbf{f})^{-1} \mathbf{f}^T \mathbf{R}^{-1} \mathbf{y}$$  \hspace{1cm} [17]

and the estimate of the variance, $\hat{\sigma}^2$, of the sample data, denoted as $\mathbf{y}$, from the underlying global model (not the variance in the observed data itself) is given by:

$$\hat{\sigma}^2 = \frac{(\mathbf{y} - \mathbf{f} \hat{\beta})^T \mathbf{R}^{-1} (\mathbf{y} - \mathbf{f} \hat{\beta})}{n_s}$$  \hspace{1cm} [18]

where $\mathbf{f}(\mathbf{x})$ is assumed to be the constant $\hat{\beta}$. The maximum likelihood estimates (i.e., “best guesses”) for the $\theta_k$ used to fit the model are found by maximizing:

$$\max_{\mathbf{\theta} > 0, \mathbf{\theta} \in \mathbb{R}^n} \left\{ \sum_{i=1}^{n_s} \ln(\hat{\sigma}^2) + \ln |\mathbf{R}| \right\}$$  \hspace{1cm} [19]

where $\hat{\sigma}^2$ and $|\mathbf{R}|$ are both functions of $\theta$. While any values for the $\theta_k$ create an interpolative kriging model, the “best” kriging model is found by solving this $k$-dimensional unconstrained non-linear optimization problem. Currently, we are using a simulated annealing algorithm to perform this optimization. During this fit optimization, the condition number of the correlation matrix is monitored and the optimizer is directed away from areas that lead to ill-conditioning to ensure a well-conditioned kriging model. Booker\textsuperscript{33} discusses other methods for preserving well-conditioned kriging models.

### 4 EXAMPLE: CONCEPTUAL MULTIDISCIPLINARY SHIP DESIGN

In this section the six sigma based probabilistic optimization strategy presented in the previous section is implemented, employing kriging approximation models for efficient probabilistic optimization. The example problem investigated is the multidisciplinary conceptual design of an oil tanker ship.\textsuperscript{34} The disciplines involved in the conceptual ship design analysis, shown in Figure 4, include: propulsion, structures, hydrodynamics, cost, and return-on-investment (ROI). Six design variables are included in this problem:

1. hull thickness
2. deck thickness
3. ship length
4. deck height
5. fuel weight
6. installed engine horsepower

![Figure 4 Disciplines for Conceptual Ship Design](image-url)

The optimization formulation for this conceptual ship design problem, including a single objective and five constraints, is stated as follows:

**Maximize:** ROI

**Subject to:**
- Range $\geq 10,000$ Nm
- Displacement Weight $\leq 2 \times 10^6$ lbs.
- Maximum bending stress $\leq 30$ ksi
- Maximum shear stress $\leq 30$ ksi
- Stability factor $\leq 0.0$

To convert this deterministic optimization formulation to a probabilistic problem, to support both probabilistic analysis of identified solutions and
probabilistic optimization to improve design quality, six random variables are added to the problem as defined in Table 2. All six random variables are assumed to vary normally, with standard deviations equal to 3% of the mean value. Sea water properties are taken at approximately 50 °F.

Table 2 Conceptual Ship Design Random Variables

<table>
<thead>
<tr>
<th>Random Variable</th>
<th>µ</th>
<th>σ</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. propeller efficiency</td>
<td>0.60</td>
<td>0.018</td>
</tr>
<tr>
<td>2. drivetrain efficiency</td>
<td>0.90</td>
<td>0.027</td>
</tr>
<tr>
<td>3. density of steel, lb/ft³</td>
<td>489.0</td>
<td>14.67</td>
</tr>
<tr>
<td>4. density of sea water, slug/ft³</td>
<td>1.992</td>
<td>0.0598</td>
</tr>
<tr>
<td>5. viscosity of sea water, ft²/sec</td>
<td>1.56e-5</td>
<td>4.67e-7</td>
</tr>
<tr>
<td>6. fuel cost, $/gallon</td>
<td>1.0</td>
<td>0.03</td>
</tr>
</tbody>
</table>

Deterministic optimization is first performed for this problem to ensure that feasible designs exist before implementing the more expensive probabilistic optimization. The actual analysis codes are used for this deterministic optimization, which requires 198 analyses (198 executions of the analysis codes for all 5 disciplines). A sequential quadratic programming (SQP) based algorithm is employed for this deterministic optimization; results are given in Table 3. A probabilistic analysis of the deterministic solution yields a sigma level of 0.64 for this design, a reliability of less than 50%, due to both stress constraints being active. This probabilistic analysis result justifies the application of probabilistic optimization to improved the quality of the design and reduce the probability of violating the stress constraints.

To facilitate probabilistic optimization, kriging approximation models are constructed for each of the six responses (the ROI objective and five constraint responses) to replace the codes associated with the five ship design disciplines. To construct these models, a Latin hypercube DOE with 200 sampling points is executed with the actual analysis codes. As an example of the models produced, bending stress is plotted versus ship length and deck thickness in Figure 5. Note that this is only a 2-design variable slice through a six design variable space, and these plots are very simple for this problem. However, the accuracy of the kriging model is clear in these plots. In Figure 5a, the kriging model is plotted along with the actual data. The kriging model captures the shape of the actual data nearly exactly. Note that the kriging model plot in Figure 5a is generated by executing the kriging model over a different set of points than those used to fit the model; since a kriging model will interpolate the original data points, predictions at those point will not truly represent the shape of the model for untried points. A quadratic response surface fit is shown for comparison in Figure 5b. The response surface over-predicts the bending stress in some regions and significantly under-predicts in the high stress area. The over-prediction may be tolerable in deterministic optimization since feasible values exist, but the best ROI value may not be identified. For the probabilistic optimization, however, over-prediction has a larger impact. Since the probability of violating the stress constraint is being evaluated, over-predicting stress will over-predict the probability of failure, which could make it more difficult to identify quality solutions with respect to all constraints. Under-predicting stress could lead to higher failure probability than predicted.

Figure 5 Bending Stress vs. Ship Length and Deck Thickness

The probabilistic optimization formulation for this problem expands the objective to include minimization of the ROI variation and adjusts the constraints to seek solutions that remain six standard deviations within the original constraint boundaries. This probabilistic optimization formulation is given as follows:

Minimize: \(-\mu_{ROI} + \sigma_{ROI}\)

Subject to:

\[\mu_{\text{Range}} - 6\sigma_{\text{Range}} \geq 10,000 \text{ Nm}\]
\[\mu_{\text{Displacement Weight}} + 6\sigma_{\text{Displacement Weight}} \leq 2*10^8 \text{ lbs.}\]
\[\mu_{\text{Max Bending Stress}} + 6\sigma_{\text{Max Bending Stress}} \leq 30 \text{ ksi}\]
\[\mu_{\text{Max Shear Stress}} + 6\sigma_{\text{Max Shear Stress}} \leq 30 \text{ ksi}\]
\[\mu_{\text{Stability factor}} + 6\sigma_{\text{Stability factor}} \leq 0.0\]
Probabilistic optimization results for the conceptual ship design problem are given in the last column of Table 3. A genetic algorithm is employed with the probabilistic formulation above, operating on the kriging models constructed, and the first order Taylor’s sampling method is employed for variability estimation for a total of 1512 approximate analyses. The quality of the ship design is increased over 8σ for all constraints, essentially 100% reliability (note that the probability of failure for >8σ is beyond the limits of double precision calculations). In reaching this quality level, the necessary tradeoff is realized in the reduction of mean ROI by 7.5%; however, for the probabilistic solution, the standard deviation of ROI is reduced by 10.7%, making this a more robust design. These probabilistic optimization results obtained using the kriging approximation models are verified by performing a robust analysis at this solution point using the actual analysis codes; the difference between the code-based and kriging-based results are too small to display in Table 3.

**Table 3 Conceptual Ship Design Results**

<table>
<thead>
<tr>
<th></th>
<th>Deterministic Optimization Solution</th>
<th>Probabilistic Optimization with Kriging Models</th>
</tr>
</thead>
<tbody>
<tr>
<td>ROI</td>
<td>0.307 std. dev. = 0.00941</td>
<td>0.274 std. dev. = 0.00840</td>
</tr>
<tr>
<td>Range</td>
<td>&gt;8σ 100%</td>
<td>&gt;8σ 100%</td>
</tr>
<tr>
<td>Displacement</td>
<td>&gt;8σ 100%</td>
<td>&gt;8σ 100%</td>
</tr>
<tr>
<td>Weight</td>
<td>&gt;8σ 100%</td>
<td>&gt;8σ 100%</td>
</tr>
<tr>
<td>Bending Stress</td>
<td>0.643 σ 47.98%</td>
<td>&gt;8σ 100%</td>
</tr>
<tr>
<td>Shear Stress</td>
<td>0.644 σ 48.02%</td>
<td>&gt;8σ 100%</td>
</tr>
<tr>
<td>Stability</td>
<td>&gt;8 100%</td>
<td>&gt;8 100%</td>
</tr>
</tbody>
</table>

5 SUMMARY AND CLOSING REMARKS

In this paper an approach to probabilistic design optimization is presented that combines methods from reliability-based design and robust design with the more recent six sigma concepts. The six sigma based probabilistic optimization formulation presented supports modeling of variability in all aspects of the formulation: bounds on random design variable, tolerance variable variation to be optimized, output constraint reliability, and a robust objective formulation. All of these elements combine to facilitate the measurement and improvement of the “sigma level” quality of a design. In this paper, kriging approximation models are employed within the six sigma based probabilistic optimization approach to provide a strategy for applying these methods to complex multidisciplinary design problems.

This probabilistic multidisciplinary optimization with kriging models is demonstrated for the conceptual design of an oil tanker ship; a “six sigma” solution is presented and verified. For this simple example problem, probabilistic optimization with the actual codes, starting from the deterministic optimization solution, requires over 3000 system analyses using the most efficient sampling method, with variability estimates based on a first order Taylor’s expansion. The expense of probabilistic optimization increases rapidly with more accurate sampling methods and with problem size and complexity. The use of good approximation models is essential. The example provided here is only an illustration of the concepts and applicability. Further investigation and development is underway with more complex multidisciplinary problems.
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